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Motiváció

Fizika Informatika
ie.2300-2700 ókori egyiptom csillagászat Mezopotámia abakusz
∼ ie. 300 Euklidesz algoritmus
ie. 287 Arkhimédész hidrosztatika
...

...
...

1642 B. Pascal mechamikus digitális szg.
1687 I. Newton klasszikus mechanika
...

...
...

∼ 1870 J. W. Gibbs,
J. C. Maxwell, L. Boltzmann
1023 mozg. egy.

∼ 1850 R. Clausius entrópia
1887 H. Poencare Naprendszer stabilitása
1894 L. Boltzmann információ fogalma
1911 E. Rustherford atommag
1916 A. Einstein általános relativitáselmélet
1926 P. Dirac kvantummechanika
1928 R. Hartley függvény
1936 A. Turing Turing teszt
1943 W. Mc Culloch, W. Pitts neuronhálózatok
1948 C.E. Shannon entrópia
1949 Wigner Jen® szimmetriák Neumann János EDVAC
∼ 1950 J. McCarthy mesterséges intelligencia
1958 E. Lorenz konvekciómodell, káosz (pillangó hatás) Royal-McBee LGP-30
1963 M. Gell-Mann, G. Zweig kvark
1967 G. Amdahl Amdahl törvény
1974 K. Wilson rács térelmélet
1980 kvantumszámítógép

P. Benio�, R. Feynman
1982 B. Mandelbrot The fractal geometry of Nature
1990 CERN www Tim Berners-Lee
1999 Barabási A-L. komplex hálózatok
2003 ATLAS ∼ 40 · 106 esemény/s

(64 TB/s)(1 db 1.6MB)
els®dleges trigger sz¶rés: 1000 esemény/sec (> 50TB/nap)
1 milliárd esemény/év, kb 3 milliárd esemény szimuláció/év
1 esemény teljes szimulálása ∼ 5min
1 esemény rekonstruálása: kb 20 sec
O(100)PB tárhely

2015 szuperszámítógép Tianhe-2
33.86 Peta�opp/sec

...
...

...
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Iskolateremtés

• Modell számítások

• Módzerek

• Komplex feladatok

• Tervek
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Publikáció

A diákok részvételével készült publikációk az MTMT adatbázisban elérhet®ek.

Doktori program

Doktori témavezetés

2015-2018 :Forster Richárd (ELTE IK, CERN Collab.)
Dokt. Isk. Abszolutórium 2018,
'Párhuzamos algoritmusok alkalmazása GPU-n a kísérleti és elméleti �zikában'
16 cikk(4 WoS), 1 könyv, 5 el®adás, 8 poszter (konf.: USA, Svájc, Hollandia)

Fontosabb eredmények, cikkek

-Yang-Mills lattice on CUDA,
-Chaotic behavior of the lattice Yang-Mills on CUDA,
-Jet browser model accelerated by GPU,
-Parallel kT jet clustering algorithm

El®adás a doktori iskolában

-Nemlineáris jelenségek modellezése rácson
-Szimulációs módszerek
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További tevékénységek:

Tudományos Diákkör témavezetés

-Forster Richárd, Sipos Roland, 'Nagy adatbázisok párhuzamos
feldolgozása', I. díj kari TDK (2010), külön díj OTDK (2011)

-Agócs Ádám, Bozsogi Balázs, 'Nagy hatékonyságú trigger algoritmusok',
II. díj kari TDK (2008), III. díj OTDK, (2009)

Kutatási témák

• jet algoritmusok párhuzamosítása,

• pálya rekonstrukció, szimuláció

• rácstérelméleti algoritmusok párhuzamosítása

• DNS szekvenálás

• adatbázis feldolgozás

• dinamikai rendszerek kaotikus viselkedés

• komplexitás

• számelméleti fraktálok

Felhasznált eszközök: C, GPU, VHDL

Tervek

• kvantum számítógépek

• meterorológiai rendszerek és a káosz kapcsolata

• skálázható hálózatok

• q-learning rendszerek

...
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Scalable CaloTracker (SCT) proposal for Ultra High Energy (UHE) accelerators

Adam Agocs1, Agnes Fulop1, Richard Forster1, G. Vesztergombi1,2,*

1 Roland Eotvos University, Budapest,
2 Wigner RCP, Budapest, Hungary and Roland Eotvos University, Budapest, Hungary

vesztergombi.gyorgy@wigner.mta.hu

After discovery of Higgs-boson the particle physicist community should turn its attention for new challenges directing the focus toward Ultra 
High Energies. The hope in new accelerator technologies is greatly enhanced by invention of the laser driven plasma wake field methods which in 

principle, can produce beams with PeV  (1015 eV) energy, which could open the way to perform experiments in controlled conditions in 
circumstances accessible earlier only for cosmic ray experiments.From the history of LHC it is a well-known proverb, there is no doubt that one 
can build the accelarator but how can we construct the detectors which can use it effectively. Thus one cannot start early enough to think about  
the necessary instrumentation, the particle detectors.Here we should like to present a new concept which is radically different from the present 

onion shell design (vertex pixel, tracker, em-calorimeter, hadron calorimeter and muon detector). This new system would have a completely 
homogenous structure built from standard elements in a scalable way serving at the same time as a very fine resolution TRACKER and an 

absorption CALORIMETER with full 4π coverage for both charged and neutral particles with the usual exception of penetrating neutrinos. Though 
one is not expecting accelerators with PeV beams before 2050, one can test the SCT (Scalable CaloTracker) detector principle at lower energies 

due to its modular scalable structure. The key element is a massively parallel information system which can process the complete shower 
development on track-by-track base on adaptive granulation levels [1]. 

[1] A. Agocs and G. Vesztergombi, Scalable CaloTracker (SCT) proposal for 
universal particle detector from zero till practically infinite energies, Open Symposion
 on  European Strategy for Particle Physics, 10-12 September 2012 Krakow, Poland,

 https://indico.cern.ch/contributionDisplay.py?contribId=114&confId=175067

Wigner-111
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Conclusions: 
 

Algorithm 

Resolution of implicit recursion: 

but  
so 

Length of cP’: 

The explicit algorithm 

Implicit-Explicit-Endpoint Algorithm 

Determine: 

i. Obtain    from orthogonality: 

ii. Obtain c from unitarity: 

Wilson loop Flux line 

Reference: 
 T. S. Biró, C. Gong, B. Müller, A. Trayanov, Int. Journ. of Modern Phys. C Vol. 5. (1994)113-14 9, 

 T. S. Biró, Int. Journ. of Modern Phys. C Vol. 6. (1995)327-344, 

 T. S. Biró, A. Fülöp, C. Gong, S. Matinyan, B. Müller, A. Trajanov, Lect. Notes in Physics 494. (1997)164-176 

 A. Fülöp, T. S. Biró, Phys. Rev. C 64 (2001)064902(5) 

 David B. Kirk, Wen-mei W. Hwu Programming Massively Parallel Processors: A Hands-on Approach 

 Jason Sanders, Edward Kandrot CUDA by Example: An Introduction to General-Purpose GPU Programming 

Advantages: 

 Massive parallel computing performance 

 SIMT architecture 

 C/C++ support 

 Broad compatibility with existing GPUs 

 

Limitations: 

 Copying between host and device memory may incur a performance hit 

 For best performance full warps have to be utilized 

Utilizes the high parallel throughput of the GPU: 

 Dense lattices can be used 

 Links are calculated in parallel 

 1:1 link-thread ratio 

 No duplicates 

Uses only the necessary amount of memory copies: 

 Links are initialized on the device in one copy 

 Intermediate values are computed online 

 Final values are summarized through Thrust 
vectors 

CPU GPU OS Compiler CUDA version 

Intel Core i5 
650 

GeForce GTX 
580 

Windows 8 
Pro 

Visual C++ 
2010 

4.2 

The test system parameters: 

Computation on the GPU tends to be faster compared to the 
CPU implementation with a magnitude of: 

 28 in single precision, 

 11 in double precision. 

The CPU cannot provide any real performance boost despite 
the use of single precision values. 

Due to the limited resources of the CPU, we provide an extrap-
olation of the higher dense lattice computation’s run time. By 
measuring how much time a lattice with             vertices takes 
to be evaluated, we can see how much time a single link takes. 
Taking this into account we calculated how much links the gi-
ven lattice sizes will contain and multiplied this number with 
the required runtime for one of them. 

The above chart shows the extreme amount of links by increa-
sing the dense of the lattice. Thanks to this the required number 
of threads in the current algorithm are increasing too, which al-
lows us to achieve higher utilization of the GPU. 

 Richard Forster Agnes Fulop 
 forceuse@inf.elte.hu fulop@compalg.inf.elte.hu 
 Eotvos Lorand University Eotvos Lorand University 
 Faculty of Informatics Faculty of Informatics 

The project’s goal is to process the model's high volume data on the GPU. This way we can use bigger lattices for calculation, 
achieving higher precision and faster runtimes. With the many core architecture trough the CUDA  it is now possible to evaluate the 
actual status of the lattice by checking the individual link’s values in parallel. This way the available data sets can be processed ex-
clusively on the GPU avoiding unnecessary memory copies. 

The 3 dimensional links are aligned into an array, which is distributed into a 2 dimensional grid. We compute a lattice’s 
state trough a grid of CUDA threads by giving a link to a thread for computation. As a new state is reached we use a 
Thrust vector to do required summation on the new values to check the actual properties while keeping the whole data 
set on the GPU. This way memory wise we achieve an efficient state processor. 

 Memory copies can be very expensive depen-
ding on the system bus 

 Thrust algorithms are an efficient workaround 
to reduce the values in parallel, minimizing the 
necessary copies. 

Lattice Field Algorithms 

The Yang-Mills fields have an important role in the non-Abelian gauge field theory to understand the quark-gluon plasma. The dynamical evolution of these fields is written by the equations of motion, which are derived from the Hamiltonian SU(2) to contain the quadratic term of the gauge field tensor. The classical Hamiltonian fields are studied on 3 dimensional regular lattice. During the solution of this system 
we keep the total energy on constant values and it satisfies the Gauss law. The physical quantities are desired to be calculated in the thermo dynamical limit. The broadly available computers are capable to evaluate it only on a small amount of values, while the GPUs provide enough performance to reach out for higher volumes of lattice vertices, which approximates the aforementioned limit better. 

The variables    ,     are denoted by       ,      in the  n-th step over the flux line. 

1. Comparing the runtime of the CPU to the GPU, the GPU gives substantially better results considering the same lattice size, which shows acceleration of a magni-
tude of 28. 

2. Increasing the size of the lattice gives more links to compute, allowing more room for parallelization, thus for higher GPU utilization. 

3. The physical principles remains valid despite the use of the parallel algorithm,  the constant value of the physical quantity remains constraint during solving the 
equation of motion by parallel algorithm, example: total energy. 

4. The behavior of the GPU makes it possible to solve the more complicated systems for example Yang-Mills-Higgs fields. High precision computations in thermo dy-
namical limit are mandatory, where the GPUs high double precision performance is needed. 

5. The newer compute capabilities of the GPUs can drive further the efficiency of the algorithm. 

6. The evolution of the mainstream technology made it possible to run the original algorithm on a desktop PC, but thanks to the rapid development of the GPU, and 
to their parallel performance these calculations are possible to be done without the expense of the supercomputers. 

All tests were done on a consumer level desktop PC, while the original algorithm was tested on an SGI 230 Workstation to be able to provide enough 
performance to finish the evaluations within a reasonable time limit. 

The single precision calculations are considerably faster than the double 
precision evaluations, so It is an important question if the single precision 
numbers are sufficient for our needs or not. The graph to the right shows 
that the energy keeps a constant value throughout the different steps. 
The single precision values suffers a little loss thanks to the half precision, 
but the two values are still equal up to the second decimal value, which 
satisfies our constraints. 

On all threads, each for one link: 

 Compute Lagrange multiplicator 

 Compute next state  

 Compute complement values 

 Compute trace  

 Compute length 

 

Reduce trace and length values with 
Thrust vectors, returning the sum of 
the energy (magnetic/electric). 

The non-Abelian gauge field theory was introduced as generalizing the gauge invariance of electrodynamics to non-Abelian Lie groups which leads to 
understand the strong interaction of elementary particles. The homogenous Yang-Mills contains the quadratic part of gauge field tensor. 

 

where          are space-time coordinates, the symmetry generators are labeled by                                   and     is the bare gauge cou-
pling constant and                are the structure constants of the continuous Lie group. The generators of this group fulfill the following relation-
ship                                              . The equation of motion can be expressed by covariant derivative in the ad joint representation: 

The          form is a component of an antisymmetric gauge field tensor in Minkowski space: 
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We use Hamiltonian approach to investigate the real time dynamics of these systems SU(2). The Hamiltonian lattice regularization of such theories were 
studied numerically. The real time differential equations are solved for basic variables, while the total energy is constrained value. In the 3 dimensional re-
gular lattice with spacing a the basic variables are group elements, which related to the vector potential:                                            , where      is a group ge-
nerator. For SU(2) these are given by the Pauli matrices                             . The indices x,i denotes the link of the lattice starting at the 3 dimensional position 
x and pointing into the i-th direction. The lattice Hamiltonian can be written as a sum over single link contribution: 

The Hamiltonian equation of motion is solved with dt discrete time steps. This 
algorithm satisfies the Gauss law and the constraint of total energy. Update of 
link variables has been derived following implicit recursion expressions: 

SU(2) Hamiltonian 

We will denote the single link         with    . 

Quaternion representation (for one link) 

The                                          and         are complement link variables constructed 
of products of         -s along all link triples which close with given link an ele-
mentary plaquette. The canonical variable is             . The non-Abelian gauge 
field is connected to the plaquette product: 

Charge/Flux line initialization 

The starting value of charge is     and the end of this quantity equals to                  . 

 

Flux line ordered product is written by the next form: 

Charge and flux line initialization occur with the following recursion expressions: 

The condition of neutrality is expressed by the following equations: 

Lattice EOMs 

The         means the Lagrange multipliers and the symmetry SU(N) is fulfilled by the next 
expression:                             is the unitarity and                             means the orthogonality. 

The non trivial constraint is the Gauss‘ law: 

The summation + means over links starting at the site and the − corresponds to links ending 
at the site. This quantity is conserved by the Hamiltonian equation of motion: 

We will denote single link            in time   with      . 

Relation between Wilson action and lattice Hamiltonian 

Up to           correction. 

Consider the expression                  , this implies the following: 

The Wilson action should be sum over all elementary squares of lattice                           . 
The action function of the gauge theory on lattice is written over plaquette sum to use 
the nearest neighbor pairs. Because in the continuous time limit the lattice spacing  be-
came different for the time direction, therefore the time-like plaquettes has different 
shape than the space-like ones. Therefore the coupling on space-like and time-like 
plaquettes are no longer equal in the action: 

Consider the path is a closed contour i. e. Wilson loop, where the trace of the group 
element corresponding to such a contour, it is invariant under gauge changes and 
independent of the starting point on the contour. The product of such group ele-
ments along connected line is a gauge covariant quantity, the trace over such pro-
ducts along a closed path are invariant. This lattice system is very suitable for de-
scribing gauge theories. Because the           can be series expansion by      : 

Therefore the homogenous non-Abelian gauge action: 

The first sum is over links and the second one is over space-like plaquettes and all 
times. The Scaled Hamiltonian was derived in the next form: 

The time like plaquette is denoted by         and space like         . 

Yang-Mills Lattice on CUDA 
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 Richard Forster Agnes Fulop 
 forceuse@inf.elte.hu fulop@caesar.elte.hu 
 Eotvos Lorand University Eotvos Lorand University 

We present an algorithm, which  enables to study the chaotic behavior as complex Lyapunov spectrum of SU(2) Yang-Mills fields and the entropy-energy relation utilizing the Kolmogorov-Sinai entropy. It was determined by this numerical algorithm to apply CUDA to calculate the eigenvalues of the monodromy matrix, which is an fxf sparse matrix (f=24N).  
We are using a hybrid block Hessenberg reduction system to compute the required eigenvalues, that makes us capable to achieve 2-3 times higher performance than the CPU only version. 

Chaotic behaviour of the lattice Yang-Mills on CUDA 

Householder vector, where 
vector x is the kth column 
of block Bk with the first k 
entries set to 0 

 

Relation between Wilson action and lattice Hamiltonian 

Consider the path is a closed contour i. e. Wilson loop, it is invariant under gauge 
changes and independent of the starting point. The product of such group elements 
along the closed line is a gauge covariant quantity, the trace over such products are 
invariant. Because the           can be series expansion by      : 

up to           correction, where                   . 

The Wilson action should be sum over all elementary squares of lattice                            . 
The action function of the gauge theory on lattice is written over plaquette sum to use the 
nearest neighbor pairs. The coupling on space-like and time-like plaquettes are no longer 
equal in the action: 

Therefore the homogenous non-Abelian gauge action: 

The Scaled Hamiltonian was derived in the next form: 

The time like plaquette is denoted by         and space like         . 

Results, conclusions 
For our testing we have used the following system. As for the Hessenberg block we have set the size to be 32 columns. For these tests we have used lattices with 
N=2,3,4,5,6, which gives us a 192x192, 648x648, 1536x1536, 3000x3000 and a 5184x5184 matrix resoectively. Hence our blocks are 192, 648, 1536, 3000 and 5184 
long and 32 wide. 

Test system 
CPU GPU Memory OS 
Core i7 4710 @2.5 GHz GTX 980M 4 GB 24 GB Windows 8.1 x64 

Hessenberg reduction 
The most computing intensive part of the eigenvalue problem is to transform our initial matrix into its Hessenberg form. To achieve this the Block Hessenberg Algorithm is 
used. In this instead of taking the whole matrix as the input of the transformation process we devide it into smaller blocks. We take these blocks and calculate the 
Householder vector for each column in that block and with it update the consecutive columns. When finished we use the accumulated Householder transformations to 
update the rest of the whole matrix. We repeat this until we update all the blocks. 

This way with the accumulated Householder transformations in overall less matrix multiplications will be used compared to the original Hessenberg Algorithm in which 
case we always have to update every column with the calculated Householder vector. 

Hybrid Hessenberg reduction 
With the hybrid implementation we extend the algorithm to the GPU as much as reasonably possible. The GPU will need a high amount of data to be able to achieve 
high parallelism and thus high performance, so the low on data parts of the calculation are kept on the CPU while the intensive matrix multiplications are feeded to the 
GPU. 

Before commencing any calculations we upload the matrix into the GPU’s memory,, after that we follow the next steps for the kth block: 

For every column (i) in the block: 

1. Compute the Householder vector (v), the ith column of V (CPU) 

2. Update T and Y matrices (CPU) [eq. 1,2] 

3. Update the next column (CPU) [eq. 3,4] 

After updating the block: 

4. Update the rest of the matrix with V,Y,T (GPU) [eq. 5,6] 

5. Copy over the next block to the CPU as it has been updated on the GPU 

6. Continue the reduction 

Update formula for one column of a block 

Update formula for the rest of the matrix 

1. 

2. 

3. 

4. 

5. 

6. 

Reference 
T. S. Biró, C. Gong, B. Müller, A. Trayanov, Int. Journ. of Modern Phys. C Vol. 5. (1994)113-14 9, 

A. Fülöp, T. S. Biró, Phys. Rev. C 64 (2001)064902(5) 

T. S. Biró, A. Fülöp, C. Gong, S. Matinyan, B. Müller, A. Trajanov, Lect. Notes in Phys. 494. (1997)164-176 

R. Forster, A. Fülöp, Acta Univ. Sap., Inf., 5, 2  (2013) 184-211 

J. Muramatsu, T. Fukaya, S. Zhang, Acceleration of Hessenberg Reduction for Nonsymmetric Eigenvalue Problems in a Hybrid CPU-GPU Computing 
Environment, International Journal of Networking and Computing, Vol. 1, Nr. 2 (2011), p. 132–143 

Compact-WY representation of the k Householder transformations 

Lattice EOMs 

The         means the Lagrange multipliers and the symmetry SU(N) is fulfilled by the next 
expressions:                             (unitarity) and                             (orthogonality). 

We will denote single link            in time   with      . 

Implicit-Explicit-Endpoint Algorithm 

Determine: 

i. Obtain    from orthogonality: 

ii. Obtain c from unitarity: 

SU(2) Hamiltonian 

We will denote the single link         with    . 

Quaternion representation (for one link) 

The          is a complement link variable constructed of products of         -s along 
all link triples which close with given link an elementary plaquette. The canoni-
cal variable:                        . The non-Abelian gauge field is connected to the 
plaquette product: 

Chaos 

The non-Abelian gauge field theory was introduced to understand the strong interaction of elementary particles. The homogenous Yang-Mills equation 
contains the quadratic part of gauge field tensor. 

where          are space-time coordinates, the symmetry generators are labeled by                                   and     is the bare gauge cou-
pling constant and                are the structure constants of the continuous Lie group. The generators of this group fulfill the following relation-
ship                                              . The equation of motion can be expressed by covariant derivative in the adjoint representation: 

The          form is a component of an antisymmetric gauge field tensor in Minkowski space: 

The real time differential equations are solved for basic variables, while the total energy is constrained value. In the 3 dimensional regular lattice with spac-
ing a the basic variables are group elements, which related to the vector potential:                                            , where      is a group generator. For SU(2) these 
are given by the Pauli matrices                             . The indices x,i denotes the link of the lattice starting at the 3 dimensional position x and pointing into the i-
th direction. 

The Hamiltonian equation of motion is solved with dt discrete time steps. This 
algorithm satisfies the Gauss law and the constraint of total energy. 

The Lyapunov spectrum      is expressed in terms of the monodromy matrix’s eigenvalues      : 

where the           ’s are the solutions of the characteristic equation: 

at a given time t. Here M is the linear stability matrix, and f is the number of degrees of freedom. 

Conservative dynamics are fulfilling Liouville’s theorem: 

The discrete definition of the Lyapunov spectrum: 

where    ’s are subsequent times along an evolutionary path of the gauge field configurations. 

The Kolmogorov-Sinai entropy by using Perin’s formula: 

             being 1 for positive arguments and 0 otherwise. 

The dimension of        is a rate (1/time) estimating  the entropy: 

The monodromy matrix: The elements are: 

They are providing information about the stability of trajectories in the neighborhood of any point of an orbit in the (U,P) phase space. A small perturbation (      ,       ) evolves in time 
governed by the monodromy matrix M. The eigenvalues of this matrix can be classified as follows: for real and positive eigenvalues, neighboring trajectories part exponentially and 
the motion is unstable. In the limit of large time we obtain the Lyapunov components from these eigenvalues. The imaginary parts of the complex eigenvalues describe oscillatory 
frequencies of perturbations. 

The nonlinearity of the Yang-Mills fields is described by the chaotic theory. Instead of the classical rescaling solution we apply the monodromy matrix method, 
which can describe the gauge field evolution, in this case the short– and long time behaviour. The full complex Lyapunov spectrum of the SU(2) Yang-Mills fields 
can be determined on a three dimensional lattice from classical dynamics using eigenvalues of the monodromy matrix. The question of ergodization is 
addressed via the Kolmogorov-Sinai entropy. 1. Comparing the runtime of the CPU to the GPU, the GPU gives a reasonable 3 fold performance gain over the CPU variant. 

2. The numerical results fulfill the physical principle, the constraint value of the physical quantity remains constant during the time evolution of the equation of mo-
tion. 

3. The positive real part of Lyapunov Spectrum justifies the existence of the chaotic motion in the Yang-Mills fields. Kolmogorov-Sinai entropy is obtained from the 
evolution eigenvalues of the monodromy matrix as functions of the scaled energy. These results gives good approximation for an ideal gas (SlogE). This numerical 
computation can be extrapolated to larger sizes by parallel algorithms. 

4. The behavior of the GPU makes it possible to solve the more complicated systems for example Yang-Mills-Higgs fields. High precision computations in thermo dy-
namical limit are mandatory, where the GPUs high double precision performance is needed. 

Goals: 

1. Due to the high memory requirement of the algorithm the current implementation cannot handle very big lattices. It should be considered how to improve the 
implementation to allow us to partition the matrix for multiplication, so even more dense lattices could be used. 

2. It should be considered how to change the matrix structure to exclude the non valuable elements, thus decreasing the size of the matrix. 

Comparing the CPU and GPU runtimes we 
can see that the GPU is capable to achieve 
a 3 times faster processing speed, than 
the CPU. Due to resource limitations the 
evaluation was done on lattice size N= 
2,3,4,5,6. It is visible, that on lower sizes 
the GPU cannot bring any speed up thanks 
to the required memory copies. 

Homogeneous Yang-Mills Fields 

Lattice Yang-Mills Fields Theory 

The positive real part of Lyapunov Spectrum.  The Kolmogorov-Sinai entropy. 
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